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1. Introduction

Today the world is relying on data only. Every process, project and individuals are having specific data and their values for some specific works. Everyone is there on social media and using many email servers and clients to exchange their information with others. It is generating lot of data every day and is having all kind of information either public or private.	Comment by Javed Baloch: Text in the report needs to be justified.	Comment by Javed Baloch: Text style follow the template.

Apart from all these social gathering and openness, everyone is pretty much concern about the privacy and security for their private data. To handle this big amount data and analyzing it's privacy level researchers and developers are using Machine Learning and Deep Learning using AI and Neural Networking as Data Mining algorithms.	Comment by Deepani Guruge: overview of the report not included
[bookmark: _Toc522483755]
2. Problem domain and research questions	Comment by Javed Baloch: Once a new section is started some text should be be there, should not move directly from 2 to 2.2
This applies to the whole report

[bookmark: _Toc522483756]2.1 Problem domain
As we know, now a day, everyone is connected through internet and sharing their personal data over shared spaces intentionally or unknowingly. For the shared space owner its very much difficult to analyze the public and private data and keep the privacy accordingly because of a larger amount of data is updating every day. The client need to get the information about all those data which are kept over the server as private data and then provide some special security features to them.	Comment by Javed Baloch: The problem domain could be more specific to the project seems very general.

[bookmark: _Toc522483757]2.2 Research Questions
Q-1: Do Machine Learning is capable enough to Identifying sensitive data?	Comment by Javed Baloch: The question needs to be rephrased as it is not correct grammaticaly
Sensitive data can be there on server in any form or scenario and with different extensions, so that is very tough to identify the data with its sensitivity. Machine Learning enabled system must be designed to identify specific method to identify sensitive data.
 
Q-2: Does the ML system can protect sensitive data?	Comment by Javed Baloch: Research questions need to be rephrased.
System must be enabled to identify the data type and then prepare some policies to handle them with algorithms and procedures. Security of those private sensitive data is one of the biggest challenges.

Q-3: How to Coarsening sensitive data using Machine Learning System?	Comment by Javed Baloch: Needs to be rephrased.
[bookmark: _gjdgxs]Coarsening is one of those processes to retrieving data from larger databases. To identify sensitive and private data this feature can categorize them according to the keywords like location, zip codes, numeric quantities and IP addresses. Using this in ML will be more beneficial to get the accurate results.

[bookmark: _ouyjy4jq1612][bookmark: _Toc522483758]3. Background and Project Objective
[bookmark: _Toc522483759]3.1 Summary of the literature review:	Comment by Deepani Guruge: Where is the all research work you have completed??  very short Literature Review

Machine Learning and Deep Learning are the methods and branches of Artificial Intelligence (AI) and mostly using to solve the real life problems for researchers and developers. This method is very much into getting information using learning strategies from data instead of writing lengthier codes. Machine Learning for Data Science is one of the trending research topic these days and to get the information about sensitive data from huge databases is the key benefits of this research.	Comment by Javed Baloch: Is this the summary of 30 papers?

[bookmark: _GoBack][image: Image result for machine learning for sensitive data]
Fig: Machine Learning Identification Process	Comment by Javed Baloch: Figure number missing and if the figure is taken from any source, citation and reference needs to be provided.

The main methodologies that will involve in Machine Learning identification of sensitive private data are:
· Diagnosis System
· Reliability of Data
· Supervised Learning
· Classification of Data
· Optimization of Data




[bookmark: _Toc522483760]4. Project Requirements Analysis and Specification
[bookmark: _Toc522483761]4.1 Hardware Requirements

	Name of Hardware
	Quantity
	Project Requirement
	Cost Estimate

	Test System - 
RAM: 8GB or above
HDD: 500GB or above
Processor : i3 or above
	1
	Test system for data analyzer and ML design
	500 USD	Comment by Javed Baloch: Costs should be in AUD

	Wireless Router
	1
	To prepare the single wireless network for testing. Enabled with WPA password.
	100 USD

	Android Mobile
	1
	To generate runtime sensitive private data to test its identity from ML System.
	200 USD


Table-1: Hardware Specification	Comment by Javed Baloch: Table caption comes at the top

These are the hardware that will be used in this project for preparing the test system to run the ML scanner and its performance testing on this and install all related tools.

[bookmark: _Toc522483762]4.2 Software Specifications
	Operating System
	Linux 64bit

	Programming Language
	Python and R

	Documents
	MS Word, Adobe Reader

	Analysis
	ML algorithms, R Studio

	Server
	Apache Server

	API Tool
	Postman, SoapUI


Table-2: Software Specification
[bookmark: _30j0zll]
Here I have listed appropriate software and hardware as per the requirement analysis to prepare the data mining using machine learning to find the sensitive data from large dataset. [15, 26] To handle the data from backend we need to parse some SOAP APIs. To verify all these APIs we are going to use most popular API tools like Postman and SoapUI which will process the API on different methods like POST, GET and DELETE. It will reflect one JSON in object and array form, through which we will verify the data.[12,15]
REFERENCES:	Comment by Javed Baloch: Avoid using I in a group project.	Comment by Javed Baloch: References not in IEEE Style

[1]. "Privacy-preserving quantum machine learning using differential privacy", Makhamisa Senekane ; Mhlambululi Mafu ; Benedict Molibeli Taele, 2017 IEEE AFRICON, Year: 2017, Pages: 1432 - 1435	Comment by Javed Baloch: Reference style needs to be improved in Assignment 2
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Project Definition
Background and Rationale for the project
The client for which we are going to develop this project is CBA Strategic IT, a leading IT company which is mainly dealing with cognitive solutions for global market. There are regular data storing from larger amount of customers with every type of data like personal and public. The requirements arriving from the customers for their private data safety so our client want us to prepare one solution for the same.
Now a day, we are very much concern about information safety and following the data compliances and regulations. In this way, GDPR a big deal indeed, after it has been declared as a law in European Union this year, to improve security and safety procedure in respect to customer data by any of the company. The main concern of GDPR is "Personal Data" that belong to any individual either directly or indirectly, and provided a rule to handle them in three ways:
· Non-discrimination Right,
· Right to Explanation, and 
· Right to be Forgotten
In our project we are using BigML platform that is open to support these GDPR strategies while working on data, following all the data compliances and Australian Privacy Act.

Project goals and Objectives
Company need a secure data center with capability to identify different types of data and then provide specific security level to each. The main objective of client is to prepare one algorithm or tool using Machine Learning that can identify sensitive private data from data center and then give option to apply some function on them like security and protection.

Desired Outcomes/Deliverables
Following points should be met in the report:
1. Read Larger Dataset.
2. Identify sensitive and private data.
3. Secure these data without any vulnerabilities.

[bookmark: _Toc522483764]
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Literature Review by KIRAN BALA (MIT172481) 1-6
1. Privacy-preserving quantum machine learning using differential privacy
Here in this research paper we are talking about the progress of man-made consciousness when all is said in done and machine learning specifically has brought about the need to give careful consideration to the arrangement of protection to the information being investigated. While dealing with the sensitive data let take one case of delicate information investigation may be in the examination of people's restorative records. In such a case, there may be a need to draw bits of knowledge from information while in the meantime keeping up security of the members. Such cases have brought forth security safeguarding information investigation. Security is commonly ensured by a deferentially private system.


2. Consensus-based transfer linear support vector machines for decentralized multi-task multi-agent learning

Here in this research paper we are talking about Machine learning and its recent improvements as it has been created to enhance the exhibitions of various yet related undertakings in machine learning. In any case, such procedures turn out to be less effective with the expansion of the extent of preparing information and the quantity of errands. Also, security can be damaged as a few errands may contain touchy and private information, which are imparted among hubs and assignments. We propose an agreement based disseminated exchange learning system, where a few assignments intend to locate the best direct help vector machine (SVM) classifiers in a conveyed organize. With rotating course strategy for multipliers, assignments can accomplish better grouping exactness all the more effectively and secretly, as every hub and each errand prepare with their own particular information, and just choice factors are exchanged between various undertakings and hubs.


3. Preserving Model Privacy for Machine Learning in Distributed Systems

Here in this research paper we are talking about the concept of Machine Learning based information grouping is a generally utilized information mining system. By taking in gigantic information gathered from this present reality, information characterization enables students to find shrouded information designs. These concealed information designs are spoken to by the scholarly model in various machine learning plans. In light of such models, a client can arrange whether the new approaching information has a place with a current class; or, numerous elements may test the likeness of their datasets. Be that as it may, because of information territory and protection concerns, it is infeasible for huge scale dispersed frameworks to share every individual's datasets for arranging or testing. From one viewpoint, the educated model is an element's private resource and may release private data, which ought to be all around shielded from all other non-shared elements.

4. Scrutinizing action performed by user on mobile app through network using machine learning techniques: A survey

Here in this research paper we are talking about the procedure of Cell phone and how they are utilized in an extensive scale for various exercises like bank exchange, shopping, surfing learning and so on. Everybody is conveying portable in their pocket where delicate or private data is put away about individual client. As client cooperated with versatile applications part of system activity is created by sending or accepting solicitation. Created arrange movement investigated by aggressor and there is a plausibility that private data can be seen by assailant. That implies client information isn't anchored so how aggressor track client is clarified in the paper.


5. Privacy Risk in Machine Learning: Analyzing the Connection to Overfitting

Here in this research paper we are talking about the procedure of Machine learning calculations, when connected to touchy information, represent an unmistakable danger to protection. A developing group of earlier work shows that models created by these calculations may release particular private data in the preparation information to an assailant, either through the models' structure or their perceptible conduct. In any case, the basic reason for this protection hazard isn't surely knew past a bunch of narrative records that propose overfitting and impact may assume a part. This paper inspects the impact that overfitting and impact have on the capacity of an aggressor to learn data about the preparation information from machine learning models, either through preparing set enrollment induction or characteristic surmising assaults.


6. Distributed Differentially Private Stochastic Gradient Descent: An Empirical Study

Here in this research paper we are talking about the concerns of inclined substantial scale appropriated conditions stochastic slope plummet (SGD) is a mainstream way to deal with actualize machine learning calculations. Information protection is a key worry in such conditions, which is regularly tended to inside the system of differential security. The yield nature of respectfully private SGD executions as a component of plan decisions has not yet been altogether assessed. In this investigation, we look at this issue tentatively. We expect that each datum record is put away by a free hub, which is a run of the mill setup in systems of cell phones or Internet of things (IoT) applications. In this model we recognize an arrangement of conceivable dispersed respectfully private SGD executions. In these usage all the delicate calculations are entirely nearby, and any open data is ensured by respectfully private components.



Literature Review by KUSUM RANI (MIT172198) 7-12

7. Privacy-preserving protocols for perception learning algorithm in neural networks

Here in this research paper we are talking about the working of Neural systems and how they have turned out to be progressively imperative in territories, for example, therapeutic finding, bio-informatics, interruption discovery, and country security. In the greater part of these applications, one noteworthy issue is safeguarding protection of individual private data and touchy information. In this paper, we propose two secure conventions for perception learning calculation when input information is evenly and vertically parceled among the gatherings. These conventions can be connected in both directly divisible and non-distinct datasets, while not just information having a place with each gathering stays private, however the last learning model is likewise safely shared among those gatherings.


8. On the Design and Analysis of the Privacy-Preserving SVM Classifier

Here in this research paper we are talking about working of The SVM or support vector machine is a broadly utilized device in arrangement issues. The SVM trains a classifier by taking care of an improvement issue to choose which occurrences of the preparation informational index are bolster vectors, which are the fundamentally educational cases to shape the SVM classifier. Since help vectors are unblemished taken from the preparation informational collection, discharging the SVM classifier for open utilize or delivering the SVM classifier to customers will unveil the private substance of help vectors. This damages the security saving necessities for some legitimate or business reasons. The issue is that the classifier learned by the SVM intrinsically abuses the security. This security infringement issue will confine the pertinence of the SVM.


9. Hybrid Genetic Algorithm and Learning Vector Quantization Modeling for Cost-Sensitive Bankruptcy Prediction

Here in this research paper we are talking about the procedure of Cost-touchy order calculations that empower viable expectation, where the expenses of misclassification can be altogether different, are pivotal to loan bosses and inspectors in credit hazard examination. Learning vector quantization (LVQ) is an intense instrument to take care of insolvency forecast issue as a characterization undertaking. The hereditary calculation (GA) is connected generally in conjunction with counterfeit keen techniques. The hybridization of hereditary calculation with existing characterization calculations is very much represented in the field of liquidation forecast.



10. Signal Processing and Machine Learning with Differential Privacy: Algorithms and Challenges for Continuous Data

Here in this research paper we are talking about the mechanism of Privately owned businesses, government substances, and foundations, for example, healing centers routinely assemble immense measures of digitized individual data about the people who are their clients, customers, or patients. A lot of this data is private or delicate, and a key innovative test for what's to come is the means by which to outline frameworks and handling systems for drawing inductions from this extensive scale information while keeping up the protection and security of the information and individual characters.


11. A new model for privacy preserving sensitive Data Mining

Here in this research paper we are talking about the working with the Information Mining and Knowledge Discovery is a basic innovation for business and investigates in numerous fields, for example, measurements, machine learning, design acknowledgment, databases and elite figuring. In which Privacy Preserving Data Mining can possibly build the scope and advantages of information mining innovation. This permits distributing a micro data without unveiling private data. Distributing information about people without uncovering delicate data about them is an imperative issue.



12. Automating anomaly detection for exploratory data analytics

Here in this research paper we are talking about an outline to computerize the procedure of exploratory information examination with an accentuation on exception and irregularity recognition. The paper examines the area of exploratory information examination, the unpredictability associated with computerizing it and an answer utilizing the most recent advances in registering to meet this. The arrangement points of interest a system that can acknowledge information, comprehend the structure and kind of factors, remove imperative factors and recognize exceptions or oddities for understanding procedure bottlenecks.
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13. Confusion-Matrix-Based Kernel Logistic Regression for Imbalanced Data Classification

Here in this research paper we are talking about the methodologies of ML for data classifications and focus on numerous endeavors to arrange imbalanced information, since this characterization is basic in a wide assortment of utilizations identified with the discovery of abnormalities, disappointments, and dangers. Numerous traditional techniques, which can be ordered into testing, cost-touchy, or troupe, incorporate heuristic and undertaking subordinate procedures. So as to accomplish a superior grouping execution by plan without heuristics and errand reliance, we propose disarray framework based piece strategic relapse (CM-KLOGR).



14. Learning privately: Privacy-preserving canonical correlation analysis for cross-media retrieval
 
Here in this research paper we are talking about the enormous blast of different kinds of information has been activated in the "Huge Data" period. In enormous information frameworks, machine learning assumes an essential part because of its viability in finding concealed data and significant learning. Information security, be that as it may, turns into an unavoidable worry since enormous information as a rule include various associations, e.g., diverse social insurance frameworks and clinics, who are not in a similar trust space and might be hesitant to share their information openly.


15. An approach to identifying cryptographic algorithm from ciphertext

Here in this research paper we are talking about the method of using cryptographic calculation assumes a critical part in a cryptosystem, which shields those delicate and private information from been acquired by some malignant aggressors. All things considered, the insights about the cryptographic calculation connected in a cryptosystem are frequently obscure to one cryptanalyst. At the point when a cryptanalyst deals with cryptanalysis, he will have much inconvenience on the off chance that he doesn't know anything about the utilized cryptographic calculation.


16. Automated big security text pruning and classification

Here in this research paper we are talking about the process of Numerous security and it's related huge information issues, including record, movement, and framework log investigation require examination of unstructured content. Consider the undertaking of examining organization reports for secure capacity. Some may be excessively delicate, making it impossible to put on an open cloud and require private stockpiling with related reinforcement overhead, some may safe on the cloud in encoded frame, and some might be adequately non-touchy to be put away on the cloud in plain-content without encryption and decoding overhead.



17. Censoring Sensitive Data from Images

Here in this research paper we are talking about the present working of ML and discuss how in the ongoing years, the immense volume of computerized pictures accessible empowered a substantial scope of learning strategies to be pertinent, while making human information old for some assignments. In this paper, we are tending to the issue of expelling private data from pictures. At the point when gone up against with a moderately huge number of pictures to be made open, one may discover the undertaking of manual altering out delicate areas to be unfeasible. In a perfect world, we might want to utilize a machine learning way to deal with computerize this assignment.


18. Insider Threat Detection with Face Recognition and KNN User Classification

Here in this research paper we are talking about the use of Data Security in distributed storage is a key fear concerning Degree of Trust and Cloud Penetration. Cloud client network needs to determine execution and security by means of QoS. Various models have been proposed to manage security concerns. Discovery and anticipation of insider dangers are worries that likewise should be handled. Since the aggressor knows about delicate data, dangers because of cloud insider is a grave concern. In this paper, we have proposed a validation system, which performs verification in view of confirming facial highlights of the cloud client, notwithstanding username and secret key, in this manner going about as two factor confirmation.
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19. SmarPer: Context-Aware and Automatic Runtime-Permissions for Mobile Devices

Here in this research paper we are talking about the process of Authorization frameworks and discuss how they are the fundamental resistance that versatile stages, for example, Android and iOS, offer to clients to shield their private information from prying applications. Nonetheless, because of the pressure amongst convenience and control, such frameworks have a few impediments that frequently constrain clients to overshare delicate information. We address a portion of these restrictions with SmarPer, a propelled authorization component for Android. To address the unbending nature of current authorization frameworks and their poor coordinating of clients' security inclinations, SmarPer depends on relevant data and machine learning techniques to foresee consent choices at runtime.


20. Cloak and Swagger: Understanding Data Sensitivity through the Lens of User Anonymity

Here in this research paper we are talking about how the large portion of what we comprehend about information affectability is through client self-report (e.g., studies), this paper is the first to utilize conduct information to decide content affectability, by means of the pieces of information that clients offer concerning what data they consider private or delicate through their utilization of protection upgrading item includes. We play out a vast scale investigation of client obscurity decisions amid their movement on Quora, a prominent inquiry and-answer site. We recognize classifications of inquiries for which clients will probably practice namelessness and investigate a few machine learning approaches towards anticipating whether a specific answer will be composed secretly.



21. A Framework of Privacy Decision Recommendation for Image Sharing in Online Social Networks

Here in this research paper we are talking about the process to use the Picture partaking in Online Social Networks (OSNs) faces potential dangers of uncovering clients' private or delicate data to others. In this paper, we build up a structure of computing the protection level of a computerized picture in view of perceptual hashing and semantic security rules. Specifically, we plan two protection safeguarding discernment hashing techniques: the first depends on the SIFT highlights which center around the portrayal of delicate questions in the picture and the second one depends on the LBP highlights which center around the depiction of countenances in the picture. The two techniques utilize the mystery key to shield hashes from enemies or non-confided in servers.


22. Toward intelligent assistance for a data mining process: an ontology-based approach for cost-sensitive classification

Here in this research paper we are talking about the situation of the information mining process and what are they includes numerous stages. A straightforward, yet run of the mill, process may incorporate preprocessing information, applying an information mining calculation, and post-processing the mining results. There are numerous conceivable decisions for each stage, and just a few blends are legitimate. In view of the vast space and nontrivial communications, the two amateurs and information mining authorities require help with making and choosing DM (Data Mining) forms.



23. Biased locality-sensitive support vector machine based on density for positive and unlabeled examples learning

Here in this research paper we are talking about the process of the gaining from positive and unlabeled illustrations (PU learning) has been a hotly debated issue for grouping in machine learning. The key component of this issue is that there is no named negative preparing information, which makes the conventional order methods inapplicable. As per this component, we propose a calculation called one-sided area touchy help vector machine in view of thickness (BLSBD-SVM) for PU realizing which accepts unlabeled cases as negative cases with commotion.



24. Protecting data from malware threats using machine learning technique

Here in this research paper we are talking about the methodologies of Digital assaults against touchy information have progressed toward becoming as genuine dangers everywhere throughout the world because of the rising utilizations of PC and data innovation. New malware or pernicious projects are discharged ordinary by digital crooks through the Internet trying to take or devastate imperative information. Thus, look into on ensuring information gets colossal enthusiasm for the digital network. To adapt to new variations of malevolent programming, machine learning methods can be utilized for precise order and location.
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25. Sensitive Information Acquisition Based on Machine Learning

Here in this research paper we are talking about the quick improvement of Internet, online data has extraordinarily enhanced. The Internet turns into a tremendous fortune of data, yet all the while it is likewise flooding different waste data, for example, infections, Trojans, viciousness, explicit entertainment, betting et cetera. The threatening powers outside of nation and criminal components are utilizing the Internet to participate in unlawful exercises that imperil national security. So how to perceive this data to locate the comparing site and to bear on the compelling supervision has turned into an earnest issue.


26. Privacy preserving extreme learning machine classification model for distributed systems 

Here in this research paper we are talking about the process using in Machine learning based order techniques are broadly used to break down extensive scale datasets in this time of enormous information. Extraordinary learning machine (ELM) arrangement calculation is a moderately new technique in view of summed up single-layer feed forward system structure. Conventional ELM learning calculation verifiably accept finish access to entire informational index. This is a noteworthy protection worry in the vast majority of cases. Sharing of private information (i.e. therapeutic records) is counteracted due to security concerns.


27. Privacy Preserving Decision Tree Learning Using Unrealized Data Sets

Here in this research paper we are talking about the various aspects of the Security conservation and how it is essential for machine learning and information mining, however measures intended to ensure private data regularly result in an exchange off: lessened utility of the preparation tests. This paper presents a security saving methodology that can be connected to choice tree learning, without attending loss of precision. It depicts a way to deal with the conservation of the protection of gathered information tests in situations where data from the example database has been mostly lost.


28. Differentially private query learning: From data publishing to model publishing

Here in this research paper we are talking about the ML strategies and how a standout amongst the most persuasive security definitions, differential protection gives a thorough and provable security ensure for information distributing. Be that as it may, the guardian needs to discharge countless in a bunch or an engineered dataset in the Big Data period. Two difficulties should be handled: one is the way to diminish the relationship between's expansive arrangements of inquiries, while the other is the manner by which to foresee on new questions. This paper exchanges the information distributing issue to a machine learning issue, in which questions are considered as preparing tests and an expectation model will be discharged instead of inquiry results or engineered datasets.


29. Private and Scalable Personal Data Analytics Using Hybrid Edge-to-Cloud Deep Learning

Here in this research paper we are talking about the procedures and methods to call machine learning in spite of the fact that the capacity to gather, order, and investigate the tremendous measure of information produced from digital physical frameworks and Internet of Things gadgets can be useful to the two clients and industry, this procedure has prompted various difficulties, including security and adaptability issues. The creators show a cross breed system where client focused edge gadgets and assets can supplement the cloud for giving protection mindful, precise, and proficient investigation.


30. Privacy-Preserving Data Classification and Similarity Evaluation for Distributed Systems

Here in this research paper we are talking about the important information grouping and how it is a generally utilized information digging procedure for enormous information investigation. Via preparing monstrous information gathered from this present reality, information grouping enables students to find shrouded information designs. Notwithstanding information preparing, given a prepared model from gathered information, a client can group whether another approaching information has a place with a current class, or, different dispersed substances may team up to test the similitude of their prepared outcomes. Be that as it may, because of information territory and protection concerns, it is infeasible for huge scale circulated frameworks to share every individual's datasets with each other for information comparability check.
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Assignment-1: Project Requirements Analysis and Specification: Due Week 5 Sunday

	Sections
	Description
	Max Marks
	Unit lecturer marks
	Supervisor Marks
	Supervisor comments

	1. Introduction
	Is the topic introduced appropriately, and is there an overview of the report given in this section?

	1
	1
	1
	Great work. You have researched your topic thoroughly. However there are few items that concerned me.
You need to include overview of the report 

	2. Problem domain and research questions
	Is there a specific research problem identified? Are the research questions relevant?
	2
	1
	1
	Consider rephrasing all  research questions (max 3 questions) 

	3. [bookmark: _Toc458271243]Background and Project Objective

	Clear aim and objectives of the project.

Has literature review been conducted well on the chosen topic (such as quality of the papers, variety of publications, including journals and conferences)?
Is the summary of the literature review clear, specific and does it capture the essence of the literature review conducted? Is the summary of all papers reviewed included in Appendix II: Literature Review Summary? [Each student should refer minimum of 6 (three journals, three conferences) peer-reviewed papers]
Does this section specify objectives of the project in a clear and concise manner?

	
1


7



1
	
1


4



1
	
1


5



1
	



You have done lot of research work but not presented properly. Summarise all the papers with proper referencing.

	4. Project Requirements Analysis and Specification
	Does this section include details requirements specifications?

Does it include a list of project requirements: Are there clear project requirements such as hardware, software, etc?

	1


2
	1


2
	1


   2
	

	References
	Are citations and references given correctly in IEEE style?
	4
	2
	3
	Good attempt but need to use proper IEEE style, when including references. You can use References tab in MS Word as we discussed during our meetings

	Appendix I
	Is Client Details with contact name’s signature and project proposal included?
	1
	0.75
	0.75
	Clients signature is missing

	
	Total Marks
	20
	13.75
	15.75
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